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Abstract 

Background  We assess if there are indications that results of registry-based studies comparing the effectiveness 
of interventions might be selectively missing depending on the statistical significance (p < 0.05).

Methods  Eligibility criteria Sample of cohort type studies that used data from a patient registry, compared  
two study arms for assessing a medical intervention, and reported an effect for a binary outcome.  Information 
sources We searched PubMed to identify registries in seven different medical specialties in 2022/23. Subsequently, 
we included all studies that satisfied the eligibility criteria for each of the identified registries and collected p-values 
from these studies. Synthesis of results We plotted the cumulative distribution of p-values and a histogram of abso-
lute z-scores for visual inspection of selectively missing results because of p-hacking, selective reporting, or publica-
tion bias. In addition, we tested for publication bias by applying a caliper test.

Results  Included studies Sample of 150 registry-based cohort type studies. Synthesis of results The cumulative 
distribution of p-values displays an abrupt, heavy increase just below the significance threshold of 0.05 while the dis-
tribution above the threshold shows a slow, gradual increase. The p-value of the caliper test with a 10% caliper 
was 0.011 (k = 2, N = 13).

Conclusions  We found that the results of registry-based studies might be selectively missing. Results from registry-
based studies comparing medical interventions should be interpreted very cautiously, as positive findings could 
be a result from p-hacking, publication bias, or selective reporting. Prospective registration of such studies is neces-
sary and should be made mandatory both in regulatory contexts and for publication in journals. Further research 
is needed to determine the main reasons for selectively missing results to support the development and implementa-
tion of more specific methods for preventing selectively missing results.
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Background
The amount of registry-based medical research has 
increased over the last decades [1]. Meanwhile, registries 
are often used to generate real-world evidence by com-
paring the effectiveness of interventions including their 
application in health technology assessments [2, 3].

Analyses of registry data are observational. Observa-
tional studies are usually not prospectively registered 
and prospective specification of outcomes and statistical 
analyses rarely occur [4]. This makes them suspicious of 
selectively missing results because of p-hacking, selective 
reporting, or publication bias [5–7]. The risk for selec-
tively missing results is especially high in registry-based 
studies because the analysis is usually planned after data 
collection, which increases the risk of various biases, 
including the selection of results from various analysis 
strategies (i.e. p-hacking and selective reporting) [8].

Selectively missing negative and null findings can result 
in an overestimation of estimates for the intervention 
effect and thus in making wrong regulatory or treat-
ment decisions. Furthermore, this contributes to wasted 
research resources because findings are not available to 
inform future research.

We aimed to assess if there are indications that results 
of registry-based studies comparing the effectiveness 
of medical interventions might be selectively missing 
depending on the statistical significance (p < 0.05).

Methods
The protocol of this study was registered in the open sci-
ence framework: https://​osf.​io/​m6s2b/. Data and the R 
script used for the analyses can be found on Gitlab (ID: 
41,680, https://​gitlab.​gwdg.​de/​stark​e10/​PubBi​as/). We 
followed the Preferred Reporting Items for Systematic 
reviews and Meta-Analyses (PRISMA) as far as applica-
ble [9].

Eligibility criteria
All cohort type studies that used data from a patient reg-
istry, compared two study arms for assessing a medical 
intervention and reported an effect for a binary outcome 
were included. We focused on studies assessing inter-
vention effects because of its increasing importance for 
medical decision-making including health-technology 
assessment. Furthermore, we anticipated that consider-
ing also registry-based studies on other medical ques-
tions (e.g. risk factors) would have resulted in very large 
heterogeneity, as the analyses methods and publication 
process are different [2, 3].

To ensure a consistent study selection we defined a 
registry as “an electronic database containing uniform 
information about individual persons, collected in a 

systematic way, in order to serve a predetermined pur-
pose” [10]. We only considered patient registries. Health 
system registries, mortality registries, registries of resi-
dents and other administrative registries were excluded.

Data source and study selection
Our aim was to get an overview of selective reporting 
across different medical disciplines. In the sense of strati-
fied sampling, we applied an iterative two-step approach 
for identifying relevant registry-based studies to achieve 
this. In the first step, we systematically searched all Pub-
Med databases for recently conducted registry-based 
cohort studies and compiled a list of the identified reg-
istries. We continued the search starting from the most 
recently published study and subsequently proceeded to 
the preceding publication until we identified a registry 
for each of the following disciplines: accident and emer-
gency medicine, cardiology, endocrinology/diabetes/ 
metabolism, general surgery, infectious diseases, oncol-
ogy, orthopedics, pediatrics and psychiatry.

The first eligible registry for each of the medical spe-
cialties was included. For identifying registry-based 
studies, we developed an electronic search strategy that 
combines terms for registry data with a validated sensi-
tive search filter for non-randomized comparative study 
designs [see Additional file  1] [11]. Additionally, the 
search strategy included the medical subject headings 
(MeSH) “therapeutics” or “surgical procedures, opera-
tive" to further narrow the search to studies that assess a 
medical intervention. We identified eligible patient reg-
istries by screening studies published in the 3  months 
prior to each search date (14/01/2022–14/04/2022 and 
09/08/2022–09/11/2022).

In the second step, PubMed was searched once for each 
included registry (between 05/2022 and 03/2023) by the 
official name of the registry as well as any acronyms and 
abbreviations of the registry name to identify cohort type 
studies comparing an intervention. If a search using the 
registry name retrieved more than 200 hits, we added 
the more specific search filter and MeSH terms that 
were used in step one [11]. For each of the registries, we 
required that at least ten studies were available for inclu-
sion in the analysis.

The identification of the registries and selection of 
studies was performed using the online tool rayyan.ai 
[12] by two reviewers independently.

Data collection
Studies that are based on registry data often compare 
more than two interventions and assess several out-
comes. We only extracted the results of the primary com-
parison and outcome. If the primary clinical question 
was not clear, we extracted data for the comparison that 
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appears first in the results section of the abstract or the 
full publication.

Descriptive data for each study included population 
characteristics, description of intervention and control, 
endpoint definition, the number of patients, events per 
group, and effect estimates with precision or p-values. If 
no exact p-value was reported, we calculated the p-values 
from the confidence intervals. In addition, we checked if 
the studies were registered in a study registry, or if a pub-
lished study protocol was referenced.

Data were extracted by one statistician and checked by 
a second statistician.

Analysis of selectively missing results
The characteristics of the included studies were described 
using percentages.

We applied various methods to assess if the results 
were suggestive of selectively missing results. For visual 
inspection, we plotted the cumulative distribution of 
p-values (to avoid the sensitivity to bin width of p-curves 
plotted as histograms or kernel density estimates) and a 
histogram of the absolute two-sided z-scores calculated 
from the p-values.

In the case of no selectively missing results, and if in 
truth no intervention effect exists in a sample of inde-
pendent studies, the cumulative density should be a line 
of slope 1. When a true intervention effect is present, we 
would instead expect a smooth, gradually increasing con-
cave function as the density function will be right skewed 
with an increased density for lower p-values (see [13] for 
an example). Some irregularities can be expected because 
of the different sizes of the intervention effect, which 
would only smooth out in a very large sample.

In our sample of different clinical questions, we would 
expect a mixture of true intervention effects, different 
effect sizes, and null effects. Thus, the curve we observe 
should be in between the described two curves. The 
density plot should look similar to curves empirically 
observed for pre-registered randomized controlled trials 
[14]. Compared to a curve for RCTs the right skew of the 
density curve for registry-based studies can be expected 
to be sharper as registry-based studies are often large and 
not powered to a minimal relevant effect size. However, 
there should be no conspicuous irregularities around 
the common thresholds for statistical significance in the 
curves when the results are completely free from active 
selection of results. In contrast, in the case of selectively 
missing results depending on the statistical significance 
level due to selective reporting, publication bias or 
p-hacking, we would expect an irregularity in the curve 
shape particularly near the widely accepted p-value of 
p < 0.05. More specifically, we would expect a sharp step, 
or pulse.

We prepared plots of the cumulative frequency of 
p-values and histograms of absolute z-scores both across 
all studies and for each registry separately.

In addition, we tested for publication bias using a cali-
per test [15]. We decided to use this test because it is 
appropriate and has an intuitive interpretation also for 
heterogeneous effect sizes [16]. Other common methods 
used for assessing publication bias in meta-analysis, like 
tests related to the funnel-plot [17–19], the p-curve [20] 
and the z-curve [21] are not adequate or more difficult to 
interpret for largely heterogeneous effect sizes that come 
from a mixture of different clinical questions from vari-
ous medical specialties like in our case.

The null hypothesis of the caliper test states that with-
out publication bias, a z score just above and just below 
the significance threshold should be about equally likely. 
We used a 10% caliper. The width of the caliper indi-
cates that z-values that are 10% smaller or larger than 
the critical value (1.96 for two-tailed tests) are included 
in the analysis. As a sensitivity analysis, we computed the 
caliper test in the subset of studies for which exact con-
fidence intervals for OR, RR or HR measures were avail-
able and thus exact z-statistics could be computed.

Patient and public involvement
We did not involve patients or members of the public 
when we designed the study or interpreted the results.

Results
Literature search
The flow-chart in Fig.  1 illustrates the literature search 
process for the identification of eligible registries and 
the corresponding number of registry-based studies. For 
psychiatry and infectious diseases, we could not identify 
any registry that included a least 10 studies comparing a 
medical intervention in the first or second search wave. 
One registry from each of the other medical specialties 
was included. In total 150 studies were included.

Table 1 shows the characteristics of the included stud-
ies. The complete extraction table is provided as an 
additional file [see Additional file  2]. Most (59%) of the 
studies include more than 5000 patients. The majority of 
studies compared surgical procedures (40%) or medical 
devices (38%). Comparisons of drugs (18%) or other types 
of interventions (4%) were less frequent. As many stud-
ies were on cardiology (27%) and orthopaedic registries 
(19%), the most frequently analysed outcome measures 
were the revision rate (25%), the occurrence of cardiovas-
cular events (20%) and mortality (25%). More than half 
of the studies used some kind of Cox regression (53%). 
Logistic regression (12%) was the most frequently applied 
analysis for studies not using time-to-event analyses. For 
16 studies (11%), the method of analysis was not explicitly 
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stated in the publication. Only 4 out of 150 studies were 
pre-registered (3%).

Selectively missing results in registry‑based studies
The cumulative distribution of p-values is shown in 
Fig.  2. Thirty-six p-values were calculated from confi-
dence intervals because no p-value was reported and one 
value because no exact p-value was reported. For one 
p-value no confidence interval was given and it was also 
reported only as ‘p < 0.05’. Therefore, we imputed it with 
the bootstrapped mean of all significant values.

We observe an abrupt heavy increase just at p < 0.05. 
There was no indication that this pattern of an abrupt 
increase of the number of p-values just below the 
5%-threshold was markedly different for any of the regis-
tries [see Additional file 3].

Figure 3 displays a histogram of the absolute z-scores. 
It shows that values just before the common thresholds 
for statistical significance are missing.

We observed significantly more z-scores just above 
1.96 than just below. The p-value of the caliper test with 
a 10% caliper [1.76 < z- score ≤ 2.16] was 0.011 (k = 2, 
N = 13), confirming the visible violation of continuity in a 
narrow interval around the 1.96 threshold. The p-value of 
the caliper test in the reduced sample of only 109 studies, 
for which exact z-values could be calculated from confi-
dence intervals, was 0.113 (k = 3, N = 11). It thus indicates 
the same pattern but with lower confidence. This could 
be expected because of reduced power due to the smaller 
sample size.

Discussion
To our knowledge, this is the first study that assesses 
indications of selectively missing results in regis-
try-based studies comparing a medical interven-
tion. We focused on registry-based studies because 
of the increasing importance of registry-based medi-
cal research [1]. Furthermore, we anticipated that due 
to the open-ended data collection and often missing 

pre-specification of research questions in registry-
based studies the risk of selectively missing results is 
higher than for other comparative observational studies 
like cohort studies.

We found that the results of registry-based studies 
might be selectively missing. The cumulative p-curve 
showed an abrupt heavy step below the threshold 
of p < 0.05. In addition, the p-value of the caliper test 
means that the probability of observing p-values equal 
to or more extreme than the ones observed is only 
0.011.

Only very few of the included studies referred to a 
registry entry or a published protocol and thus it can-
not be checked if the reported results are in agreement 
with the initially planned primary hypothesizes and 
statistical analysis plans. This registration rate is even 
less than that of observational studies in general [4].

The observed large number of small p-values may 
have several reasons. On the one hand, a large num-
ber of small p-values appears to be justified as usu-
ally some expectation on the intervention effect exists 
before a registry-based study is conducted, and conse-
quently research questions are likely pre-selected in the 
way that comparisons with a higher chance of showing 
an (statistical significant) effect are investigated more 
often. Due to this pre-selection of questions, it can be 
expected that there tend to be more studies with true 
effects than studies with null effects and likewise a 
relative higher proportion of small p-values. However, 
this is also true for RCTs. While this phenomenon of 
pre-selecting questions based on chance of success 
potentially limits the scope of research, it is not a criti-
cal research practice. Furthermore, the large sample 
sizes of many registry-based studies might lead to very 
small p-values in those studies with a true effect. On 
the other hand, questionable research practices could 
be an explanation. It is particularly spurious that the 
irregularities can be observed exactly around the com-
mon thresholds for statistical significance. In addition, 

Fig. 1  Flow-chart for identification of registries and studies
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although there are some plausible explanations (see 
above) for more (very) small p-values compared to 
the curve for RCTs, the much heavier increase of the 
p-value plot curve seems a little suspicious.

We could not distinct if p-hacking, publication bias, or 
selective reporting is the main reason for systematically 
missing p-values. Most of the included studies used some 
kind of regression analysis. When using regression mod-
els, not only the outcome variable can be manipulated 

(e.g. different categorizations, handling missing data), 
but also other parameters like the covariates. Studies on 
p-hacking suggest that regression analyses are vulnerable 
to p-hacking. Particularly, selective inclusion and opera-
tionalization of covariates can potentially result in high 
false discovery rates [5]. Publication bias and selective 
reporting are prevalent in medical research [22, 23].

It appears likely that the selective missing p-values 
originate from a mixture of all of the potential sources 
with unknown weights. Further research is needed to 
explore the main reason for spurious findings, namely 
p-hacking, selective reporting or publication bias. This 
could support the development and implementation of 
more specific methods for preventing selectively missing 
results.

Currently, there are no effective measures to prevent 
the selective omission of results in registry-based stud-
ies comparing interventions. Prospective registration of 
studies used for assessing the comparative effectiveness 
of interventions would increase transparency and can 
help to reduce unreliable research findings [24]. Strate-
gies for preventing p-hacking, and selective publication 
and reporting are necessary. For example, funders or 
holders of registries could require obligatory registration 
and publication of all studies that are based on their reg-
istry. If used for regulatory decisions, the pre-registration 
of a study protocol should be made mandatory. Journal 
editors should include this as a formal requirement. In 
addition, standards on how to design protocols for such 
registry-based studies should be refined. As there is a 
large number of strategies for manipulating p-values 
that can dramatically increase false discovery rates, very 
detailed study protocols and statistical analysis plans 
appear to be necessary for effectively preventing p-hack-
ing. Study protocol templates for real-world evidence 
studies have already been developed [25].

Implementing measures to avoid selectively missing 
results of registry-based research is particularly impor-
tant because publications of such studies will likely 
increase further due to the digitalization of healthcare 
systems and the concomitant generation of routinely col-
lected data.

Limitations
Our work has several limitations. Some medical spe-
cialities and registries were overrepresented in our 
sample. Specifically, we included an excess number of 
studies from the cardiology registry. In addition, we 
could not identify a registry for psychology and infec-
tious disease. The results might be different for another 
sample. However, considering that the observed pat-
tern of an abrupt increase of the number of p-values just 
below the 5%-threshold is visible across most different 

Table 1  Characteristics of included registry-based comparative 
studies

N = 150

Population size
  ≤ 500 10

  501—1 500 22

  1 501—5 000 29

  5 001—50 000 59

  > 50 000 24

  Not reported 6

Intervention
  Surgical procedure 60

  Medical device 57

  Drug 27

  Other 6

Method of analysis
  Cox regression 79

  Logistic regression 18

  Chi-square test 14

  Log-rank test 8

  Instrumental variable analysis 2

  T-test 2

  Other 11

  Not reported 16

Outcome measures
  Revision rate 37

  Cardiovascular events 30

  Mortality 37

  Composite adverse events 18

  Other health outcomes 15

  Other complications 6

  Other 7

Type of effect estimate
  Hazard ratio 76

  Odds ratio 29

  Difference in means 21

  Risk ratio 15

  Other 2

  Not reported 7

Pre-Registration or published protocol 4
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specialities/registries, the findings will probably hold for 
other registries.

We cannot completely rule out that the observed 
p-curve is a result of very high power. However, such a 
high average power seems unlikely in practice.

Conclusion
We found indications for selectively missing results in 
our sample of comparative registry-based studies in med-
icine. The reasons maybe p-hacking, publication bias, or 
selective reporting. The indications for selectively miss-
ing results are particularly worrying because for almost 
no study a registry entry, or study protocol existed, which 
means that usually the credibility of the results cannot be 
checked.

The possibility that the results maybe too positive 
should be considered in the interpretation of compara-
tive registry-based studies in medicine.
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